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Executive Summary

Magnetic nanoparticles are particles that are magnetic and much smaller than the

width of a human hair. Like a collection of compass needles, the particles respond to

magnets and can interact and influence the direction and arrangement of nearby parti-

cles. Magnetic nanoparticles have many potential uses in data storage and biomedical

targeted drug delivery, to name a few possibilities. These uses depend on the interac-

tions between particles, making the study of those interactions a question of interest.

However, the very small size of the particles makes them undetectable by human eye

or even through an optical microscope. In this thesis, we discuss one way to investigate

these particles: polarization analyzed small angle neutron scattering (PASANS). We

use this technique to look at two samples–one of iron oxide and one of cobalt iron oxide.

The data reveal that the iron oxide nanoparticles have a magnetic core that aligns with

an applied magnetic field and a magnetic shell that tips away from an applied magnetic

field, while the cobalt iron oxide nanoparticles tip away from an applied magnetic field.

We have also developed a model to explain this shell and tipping based on minimizing

the energy present in the system.
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1

Introduction and Motivation

Magnetic nanoparticles are particles that exhibit magnetic properties and range in

size from about 5-500 nm in diameter. The small size scale leads to behavior that

can differ dramatically from that of bulk macroscopic quantities of chemically identical

materials. Depending on the synthesis methods, the particles can either consist entirely

of one material or have a core of one material and a chemically unique shell.

1.1 Uses of Magnetic Nanoparticles

Magnetic nanoparticles have established uses in a range of fields and potential uses in

many more. Commonly discussed applications include data storage, ferrofluids, and

biomedical devices.

In computer hard drives, the particles can be used to store data by encoding infor-

mation in the direction of the net magnetic moment. Binary code can be represented

by assigning one direction of net magnetization to be a 1 and the opposite direction

to be a 0. This method allows for compact data storage by reducing the size of a bit.

However, the size cannot be reduced to an arbitrarily small volume because thermal

fluctuations can overcome the energy associated with a particular configuration, making

the information no longer reliably encoded (1).

Magnetic nanoparticles are also used to make ferrofluids. These ferrofluids are

colloidal suspensions of particles often around 10 nm in diameter that are coated with

a surfactant to make them soluble in a variety of solvents. The particles are often

magnetite (Fe3O4) or similar ferrites. These ferrofluids are used to form a seal around

1



1.2 Methods of Investigating Magnetic Nanoparticles

moving parts, with a magnet holding the ferrofluid in place. Since the ferrofluid is a

liquid, the amount of friction is nearly negligible, and the seal is long-lasting. For these

ferrofluids to be effective, the particles have to remain stable in solution. This stability

relies on the interplay between the magnetization of the particles and applied field and

the properties of the solvent (2),(3).

In addition, the biomedical uses of magnetic nanoparticles are being studied. One

such use involves coating the particles with some protein, antibody, or drug that is

biologically relevant. Once in the body, these coated particles can be directed with an

external magnetic field. This direction can lead to targeted drug delivery or localized

separation of undesirable molecules that attach to the particles (4). Another biomedical

use is the reduction of tumors through hyperthermia. If a tumor is injected with

nanoparticles and then a rapidly changing magnetic field is applied, the nanoparticles

lose energy as heat. This lost energy will in turn heat the surrounding tissue and cause

its death, allowing for localized reduction in tumors. This technology is still in early

stages, but it is being prototyped (4). For either of these biomedical applications, safety

is an important concern. The particles must be stable and uniform and their magnetic

interactions must be well-regulated before these technologies can be implemented safely

(4).

Taken in total, all of these applications rely on well-characterized magnetic parti-

cles with tight control on fundamental properties, such as the net magnetic moment,

coercivity, magnetic structure, and size distribution. These uses also depend on the

manner in which individual nanoparticles interact with each other in relevant tem-

peratures, applied magnetic fields, and geometries. For hard drives, particle-particle

interactions that can flip the magnetic moments need to be avoided as these would

render the hard drive useless. In ferrofluids, the interplay between the nanoparticles

in an applied magnetic field lead to the desired viscosity changes but can also promote

instability. The interactions in biomedicine are unclear, but particle clustering is often

present.

1.2 Methods of Investigating Magnetic Nanoparticles

Given the promising uses of magnetic nanoparticles, many approaches have been taken

to understand these materials in more detail.

2



1.2 Methods of Investigating Magnetic Nanoparticles

1.2.1 Traditional Magnetometry Methods

Established over fifty years ago, standard magnetometers such as superconducting

quantum interference device (SQUID) magnetometers are commonly used to measure

the net moment of a sample. However, they usually reveal information about the sam-

ple as a whole and do not detect local variations. Advances have been made in reducing

the necessary sample size through a µSQUID, a modification of a SQUID that is sensi-

tive to much smaller magnetic variations. In the µSQUID technique, the SQUID loop

itself becomes the magnetic signal input coil which results in spatial resolution of less

than a micrometer (5). While the µSQUID modification does allow for more localized

magnetic measurements, sufficiently small particles can still be difficult to measure (6).

Magnetometry cannot provide insight into structural order either.

1.2.2 Spectroscopy Methods

Another longstanding approach has been to use Mössbauer spectroscopy. This approach

relies on the absorption and emission of gamma radiation by nuclei in a sample. This

technique can also provide insight into the composition of the sample due to changes

in the local environment. It can measure differences in energy levels due to a magnetic

field. While this technique can reveal some information about particle size and com-

position (7), it requires a source that is a gamma emitter and does not reveal much

information about the longer range structure of the system. In the case of iron, Möss-

bauer is sensitive to 57Fe but not the more common isotopes, so the sample must be

doped or we must rely on the naturally occurring (typically small) amount of isotope.

1.2.3 Microscopy Methods

Electron microscopy has traditionally been used to characterize particles at small scales.

In transmission, it is a standard technique to directly observe the size and ordering of

particles by imaging a thin layer of sample with electrons. However, observing magnetic

behavior using microscopy techniques is more difficult. Some advances have been made

by using spin-polarized electrons to sense the magnetic moments, a method known as

spin-polarized scanning tunneling microscopy. If a beam of polarized electrons is sent

through a magnetic sample, the current detected fluctuates depending on the relative

magnetic arrangements (8).

3



1.2 Methods of Investigating Magnetic Nanoparticles

Atomic force microscopy (AFM) is another method that can detect the size of par-

ticles on the nanoscale, this time as a result of a delicate cantilever moving across

the sample surface. While traditional AFM is not sensitive to magnetization, modi-

fications allow AFM to be sensitive to spins. In magnetic force microscopy (MFM),

a non-magnetic probe tip is coated with a ferromagnetic or antiferromagnetic mate-

rial, and the tip becomes sensitive to certain magnetic moments in the sample to very

high resolution (9). For magnetic resonance force microscopy, a magnetic cantilever is

brought close to a sample that has been excited through NMR methods and experiences

a magnetic force (10). That force is detected using a very small mechanical oscillator.

The technique has been able to measure single spins (11). These microscopy methods

can probe structural and some magnetic properties of samples. However, they are often

destructive and only study small portions of the sample.

1.2.4 Scattering Methods

Scattering methods are ideal to probe the whole structure of a sample. Small angle X-

ray scattering (SAXS) and small angle neutron scattering (SANS) are both scattering

techniques that can probe the longer range structure and order of particles and are

sensitive to the nanoscale. They are non-destructive methods, so the same sample can

be investigated under many conditions and at separate times. These techniques are

particularly useful in investigating interactions between particles (12).

The use of neutrons as a scattering source differentiates SANS from SAXS. Since

neutrons have no charge, they are able to interact with the nucleus instead of the

electron cloud and effectively image elements with lower atomic numbers. The structure

can be detected, much like in X-ray scattering. The intrinsic magnetic moment of the

neutron makes neutron scattering sensitive to magnetic properties of the sample. SANS

has been used to investigate magnetic interactions in samples with nanometer-sized

grains and found that the magnetic behavior differs greatly for grain sizes above and

below the domain wall width (13). It has also studied weak magnetic interactions in

magnetic glassy samples and found a high volume of fine-grained particles with a weakly

magnetic interface (14). However, while there is magnetic information in SANS data,

it can be difficult to deconvolute the magnetic signature from the nuclear scattering.

In recent years, there have been new developments employing polarized neutrons to

further probe these magnetic signatures (15),(16),(17),(18),(19). Polarization analyzed

4



1.2 Methods of Investigating Magnetic Nanoparticles

Figure 1.1: Model of core-shell particle

Previous work revealed particles with a magnetic core (pink) aligned with an applied

magnetic field and a magnetic shell (green) aligned perpendicular to the applied mag-

netic field (20).

small angle neutron scattering (PASANS) is a specific type of SANS that allows for

complete separation of magnetic and nuclear scattering contributions with greater ease.

In this case, polarization and spin flipping devices are used to investigate the scattering

for an allowed spin state of the neutron both before and after scattering off the sample.

This process allows for separation of the magnetic and structural elements of the neu-

tron scattering. Like magnetometry, it can be used to find a net magnetic moment, but

PASANS is sensitive to local order and can reveal magnetic domain interplay within a

sample or even a single nanoparticle as well as net properties of a sample.

Past work from this lab in collaboration with Dr. Julie Borchers and Dr. Kathryn

Krycka at NIST and the lab of Dr. Sara Majetich at Carnegie Mellon University has

revealed that 9 nm iron oxide particles have a magnetic shell under high applied mag-

netic fields and temperatures (see Fig. 1.1) (20). This shell disappears at a remanent

magnetic field, showing it is solely magnetic in nature. However, the evolution of this

shell and its behavior at intermediate magnetic fields and temperatures are not yet

well understood. Dr. Krycka has proposed a model to account for the shell formation

based on competing energy terms, but its viability at intermediate temperature and

field conditions needs further testing (21).

5



1.3 Thesis Organization

1.3 Thesis Organization

Given the questions that remain about the magnetic structure within nanoparticles,

the rest of this thesis is organized as follows: chapter 2 will give a brief overview of

magnetism and the relevant properties of the magnetic nanoparticles, while chapter 3

will review scattering theory. Chapter 4 outlines the process of PASANS. Chapter 5

presents results of PASANS investigations of iron oxide and cobalt iron oxide nanopar-

ticles. It also presents a model for the cause of the nanoparticle behavior based on the

interplay of the various energies and the structure. Chapter 6 summarizes the results

and presents future work.
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2

Background on Magnetic

Nanoparticles

2.1 Overview of Magnetism

There are four types of magnetism that appear in bulk materials that are relevant to our

discussion: paramagnetism, ferromagnetism, antiferromagnetism, and ferrimagnetism.

These types all involve the spins S or magnetic moments µs of electrons, defined as

µs = − eg
2mS (22). Paramagnetism is the alignment of spins in a material due to an

applied magnetic field with no interaction between the spins. In general, it is a weak

effect and disappears when the applied field is removed. Ferromagnetism is the type

of magnetism with which most people are most familiar in which spins interact via

some exchange mechanism. It produces an ordered alignment of spins resulting in a

permanent magnetic moment in the absence of an applied magnetic field, such as in a re-

frigerator magnet. Iron, cobalt, nickel, and gadolinium exhibit natural ferromagnetism,

and most permanent magnets contain at least one of these elements. Antiferromag-

netism is another natural ordering of spins, yet in antiferromagnetic materials, the spins

arrange themselves in opposing directions so that there is no net magnetic moment.

Ferrimagnetism is like a combination of ferromagnetism and antiferromagnetism. The

spins align so that some point in opposition to others, but they do not fully cancel as

in antiferromagnetism. This lack of cancellation leaves a net magnetic moment similar

to that in ferromagnetism. These net magnetic moments form domains of aligned par-

ticles (see Fig. 2.1). These regions can grow, shrink, or rotate depending on applied

7



2.2 Magnetism in Nanoparticles

Figure 2.1: Spin alignment for different types of magnets

Ferromagnets have a net moment due to an alignment of all spins. Antiferromagnetism

has no net moment due to an ordering of spins where the individual moments can-

cel. Ferrimagnetism has the same opposite alignment of antiferromagnetism, yet a net

moment remains due to weaker spins in one direction than the other.

magnetic fields and other parameters.

The different arrangements of spins all involve energy costs and gains. In equi-

librium, the spins prefer to be in certain magnetic environments and minimize the

energy costs between the magnetic field or nearby spins to be in the most favorable

environment possible.

We are most concerned with ferro- and ferrimagnetic systems. Such systems are

often described in terms of their hysteresis loop. The hysteresis loop is a visual repre-

sentation of how easy or difficult it is to get the moment direction to flip depending on

the applied magnetic field (see Fig. 2.2). A greater width to the loop means a greater

coercivity HCi and more difficulty flipping the direction of magnetization. These loops

also show the saturation magnetization MS , which is the maximum moment normal-

ized to mass or volume, and the remanent magnetization MR, which is the strength of

magnetization left when an applied field is removed.

2.2 Magnetism in Nanoparticles

The magnetism exhibited in nanoparticles can differ from that found in bulk ferro- or

ferrimagnetic materials. Bulk materials often form multiple domains of different mag-

netization direction to minimize the magnetostatic energy and close flux lines external

to the sample (22). The small scale of nanoparticles can lead to new phenomena that

need to be considered.

8



2.2 Magnetism in Nanoparticles

Figure 2.2: Hysteresis loop

Schematic hysteresis loop of magnetization vs applied magnetic field illustrating the

saturation magnetization, MS , the remanent magnetization, MR, and the intrinsic

coercivity, HCi. Taken from (23)

Magnetic nanoparticles are often small enough that they are monodomain, that is

the moments within a nanoparticle coherently point in one direction. The size con-

straint for monodomain particles is traditionally written as (24)

dcr = πS

√
J

K · a
, (2.1)

where dcr is the maximum diameter to be monodomain, S is the spin per atom, J is the

exchange constant, K is the uniaxial anisotropy energy constant to align in a particular

crystallographic direction, and a is the lattice constant.

In monodomain particles, the individual magnetic moments of electrons collectively

behave like a single magnetic moment for the particle. When the coercivity of the

particles decreases to zero, they are considered superparamagnetic (25). The associated

hysteresis loop has no width (see Fig. 2.3). Once particles are superparamagnetic, they

change magnetic moment by a rotation of the entire particle as opposed to growing

magnetic domains. Because of this behavior, the energy of thermal fluctuations, kBT ,

can overcome the stabilizing anisotropy energy, KV , to flip a particle’s direction at

approximately the Larmor precession frequency, leading to a time scale of τ0 ∼ 10−9

s (25). The Arrhenius Law gives the time it takes a moment to equilibrate at a given

9



2.2 Magnetism in Nanoparticles

Figure 2.3: Hysteresis loop for superparamagnetic materials

Since superparamagnetic materials have no coercivity,the associated hysteresis loop has

no width.

temperature and is given as (25)

τ = τ0e
KV/kT . (2.2)

When τ is smaller than the time it takes to measure the system in some state, no hys-

teresis is seen and the particles are superparamagnetic. However, when τ is greater than

the time of a measurement, τm, the particles cannot reach equilibrium and the particles

only become superparamagnetic at sufficiently high temperatures. This temperature is

called the blocking temperature and is (25)

TB = KV ln(
τm
τ0

). (2.3)

Superparamagnetism occurs for materials that are ferro- or ferrimagnetic in bulk.

In the non-interacting limit, each particle acts like an individual spin in a paramagnet.

When this non-interacting limit has not been reached, these interacting particles are

sometimes considered superferromagnetic. The magnetic nanoparticles act like new

building blocks for the system. They can have defined moments and organize into

10
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defined crystal structures. The interparticle interactions must be considered when

working with particles in these region. For data storage uses, the lack of coercivity

in superparamagnetic materials is problematic because the information stored is lost

if spins spontaneously flip. However, superparamagnetic properties are desired for

biomedicine and ferrofluids to have high response and no lag.

In addition, it is well-established that complex magnetic structure in nanoparticles

can exist below the traditional size criterion for monodomain particles (20). These ad-

ditional magnetic structures can complicate the necessary considerations when studying

magnetic nanoparticles.

2.3 Energy Considerations for Nanoparticles

The energy interplay within a system is the main factor that will determine the behavior

of interacting nanoparticles. In this system, there are four competing energies that need

to be considered: Zeeman, anisotropy, exchange, and dipole. Minimizing the overall

energy from these four contributions leads to a predicted nanoparticle configuration

that can be tested against the experimental neutron scattering data.

2.3.1 Zeeman

The Zeeman energy term depends on the alignment of a magnetic moment with an

applied magnetic field. If the magnetic moment is not aligned parallel with the applied

magnetic field, the magnetic field exerts a torque on the moment. The energy associated

with this torque is (22)

UZeeman = −~m · ~H, (2.4)

where ~m is the magnetic moment and ~H is the applied magnetic field. The negative

sign shows that the energy is at a minimum when ~m and ~H are aligned.

In the case of monodomain nanoparticles, ~m corresponds to the net moment of the

whole particle. For more complicated systems, it can be the result of a combination of

domain alignments.

2.3.2 Anisotropy

The magnetocrystalline anisotropy energy comes from a preferred alignment of mag-

netic moments with the axes of the crystal structure arrangement of atoms within the

11



2.3 Energy Considerations for Nanoparticles

nanoparticle. This energy term will vary for different crystal structures and symme-

tries. Most materials have one or more axes along which alignment is easier and the

material saturates faster, thus labeling these the easy axes. The anisotropy energy is

usually represented as an energy density and depends on the angle between the moment

and the easy axis in the specific material. A material with an anisotropy constant of

higher magnitude will have a more defined easy axis. The anisotropy energy density

for a uniaxial crystal is (22)

Eanisotropy = Kvsin
2(θ), (2.5)

where Kv is the anisotropy constant. The expression is more complicated and includes

additional constants for cubic and hexagonal crystal structures. The anisotropy energy

is minimized when the magnetic moments point along the easy axis. Harder mag-

nets tend to have higher anisotropy constants than softer magnets, resulting in higher

coercivity.

2.3.3 Exchange

The exchange energy comes from the energy cost of having the spins that cause magnetic

moments aligned in unpreferred directions. The misalignment of spins that would

naturally prefer to point in a particular direction creates an energy that can be written

as (22)

Uexchange = Jij(r)
∑

Si · Sj , (2.6)

where Jij is the exchange constant and Si and Sj are the spins. Jij can be positive

or negative. This exchange energy can come about at interfaces between two types of

materials or from antialigned magnetic moments within a ordered arrangement, such

as a ferrimagnet.

2.3.4 Dipole

The dipole energy comes from the interactions between magnetic moments of neighbor-

ing particles. A dipole moment within a particle can exist, but it is minimal compared

to the exchange energy within a particle. Energy is minimized when two neighboring

12



2.3 Energy Considerations for Nanoparticles

particles are aligned with their moments parallel to each other. The dipole energy term

is (22)

Udipole =
µ0( ~mi · ~mj − 3( ~mi · r̂ij)( ~mj · r̂ij)

4π| ~rij |3
, (2.7)

where ~mi and ~mj are the moments of the two particles of interest and ~rij is the vector

between them. For fixed particles, the dipole interaction is minimized when particles

have net spins which are antialigned. However, ~rij can vary if the particles are free

to choose a lowest energy configuration, leading the moments to not always align,

particularly in consideration of other energy terms as described above.
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3

Background on Neutron

Scattering

As described in the introduction, neutron scattering and small angle neutron scattering

in particular are powerful techniques to probe the structure of magnetic nanoparticles.

In this chapter, the basic theory of the scattering process is reviewed with special

attention to the effects of a periodic potential such as a crystal lattice. The scatter-

ing spin selection rules for small angle neutron scattering (SANS) are described along

with the more complete analysis possible for polarization analyzed small angle neutron

scattering (PASANS).

3.1 Basic Theory

A single scattering event can be described in terms of an incident wavevector ~ki inter-

acting with a sample that changes it in some manner to emerge as a final wavevector

~kf (see Fig. 3.1). The scattering vector ~Q is the difference such that (12)

~Q = ~kf − ~ki. (3.1)

In elastic scattering, |~ki| = | ~kf | and ~Q is a result of a directional change only.1

Basic trigonometry leads to the magnitude of ~Q:

Q =
4π sin θ

λ
, (3.2)

1For inelastic scattering, this condition does not hold. However, inelastic scattering is rarer and is

often overshadowed in intensity by elastic scattering. This thesis limits itself to elastic scattering.
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3.1 Basic Theory

Figure 3.1: Schematic of scattering process

The scattering vector, ~Q, is the difference between the incident wave vector ~ki and the

final wave vector ~kf .

where 2θ is the angle between ~kf and ~ki and λ is the wavelength of the scattering wave

given by λ = 2π

|~k|
. This relation is similar to Bragg’s law (12)

2d sin(θ) = nλ, (3.3)

where d is the distance between planes of scattering centers and n is an integer indicating

the index or order. Note that for n = 1,

d =
2π

Q
. (3.4)

Since the nanoparticle length scale of 5-500 nm (50-5000 Å) is of interest, the corre-

sponding scattering vectors of interest are between 0.001-0.2 Å−1. Scattering can be

measured in regards to θ or ~Q, but ~Q is more general due to the dependence of θ on λ.

In addition, the 3D nature of the scattering may be of importance, thus the scattering

vector ~Q is more convenient than a series of angles θ, φ, and ψ. This thesis will work

exclusively in ~Q, measured in Å−1.

Instead of a single scattering event, we must consider the result of many such events

as expected for a beam of X-rays or neutrons incident on a real sample. As explained

in (22), this amplitude of scattered waves by a collection of atoms can be considered

as a combination of the scattering off of individual atomic sites ~RA such that

F ( ~Q) =
∑

fA( ~Q)ei
~Q· ~RA , (3.5)

where fA( ~Q) is the atomic form factor described in more detail later in this section and

the sum encompasses all the atoms in the sample. The intensity of scattering relates

to the square of the amplitude through

I( ~Q) ∝ |F ( ~Q)|2. (3.6)
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3.1 Basic Theory

The specifics of the scattering amplitude are affected by both the makeup of the

scattering atoms and the arrangement of them. For nanoparticles, F ( ~Q) is most con-

veniently broken down into a form factor f( ~Q) that is determined by the shape and

composition of the particles and an overall structure factor S( ~Q) that appears if the

particles have an orderly arrangement. The form factor and structure factor combine

to give a scattering amplitude of 1

F ( ~Q) = f( ~Q)S( ~Q). (3.7)

The form factor due to the particle shape and composition is defined as

f( ~Q) ∝
∫
n(~r)ei

~Q·~rd~r, (3.8)

where n(~r) is the scattering density and the integral is over the particle volume.

The structure factor from the arrangement of nanoparticles located at points ~rj

within the sample can then be defined as

S( ~Q) =
∑
j

f( ~Q)e−i
~Q·~rj . (3.9)

In this way, the expected scattering amplitude can be generalized for any type

of particle and arrangement. There are a number of types of common particles and

lattice constructions for which the form and structure factors have been derived. These

range from very simple systems, such as hard sphere particles in a simple cubic lattice,

to much more expansive systems, such as polymers that form monoclinic cells. The

relevant form and structure factors for spherical particles in a face centered cubic crystal

are presented below.

For the case of spheres in solution, we can isolate just the spherical form factor and

simplify it using the approximation (26)

〈
eiQr

〉
=

sin(Qr)

Qr
. (3.10)

This substitution simplifies the form factor given in eq. 3.8 to

f(Q) =
1

Vp

∫ R

0

sin(Qr)

Qr
dr =

3

(QR)3
[sin(QR)−QR cos(QR)], (3.11)

1There are cases when the form factor and structure factor cannot be isolated. Analysis in those

cases must include a convolution of the form and structure factor instead of two separable components.
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3.1 Basic Theory

Figure 3.2: Form factor for simple sphere (red) and shell (blue)

The theoretical intensity vs Q for spherical particle 12 nm in diameter with no structure

factor (red) and a 1 nm thick shell 12 nm in diameter with no structure factor (blue)

(27).

where R is the radius of the particle. Therefore simple sphere scattering with no other

structural features yields

I( ~Q) ∝ |f( ~Q)|2, (3.12)

which is plotted in Fig. 3.2. If the scattering source is a shell rather than a solid sphere,

the scattering pattern is modified as seen in Fig. 3.2.

In the opposite extreme of a crystallized face centered cubic (FCC) lattice of point-

like scattering sources, the form factor reduces to a common number while the structure

factor greatly simplifies due to the ordered arrangement (28). When a sample is crys-

talline in structure, it acts as a periodic potential that creates interference conditions

on the scattered waves. This potential and the resulting scattering intensity can be

derived following (22). To reflect the crystal order, the potential must remain invariant

under translation by a lattice vector ~R such that

V (~r + ~R) = V (~r). (3.13)

The translation vector ~R is a linear combination of primitive lattice translation vectors

~uj that reflect the symmetry of the structure such that

~R = n1 ~u1 + n2 ~u2 + n3 ~u3, (3.14)
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3.1 Basic Theory

where n1, n2 and n3 are a set of integers. Associated with the translation vector are

reciprocal lattice vectors ~gi such that

~gi · ~uj = 2πδi,j . (3.15)

A linear combination of these reciprocal lattice vectors form a general reciprocal lattice

vector ~G such that

~G = h~g1 + k ~g2 + l ~g3. (3.16)

The coefficients h, k, and l are integers that are referred to as the Miller indices of a

plane of a crystal.

The periodic potential can now be expressed as

V (~r) =
∑
G

VGe
i ~G·~r, (3.17)

with V ~G being a set of Fourier coefficients and the scattering amplitude becomes

F (~G) =
∑
R

∑
j

fj(~G)ei
~G·(~R+~r). (3.18)

If the scattering vector ~Q is an integer multiple of ~G, then the scattering waves

will constructively interfere to produce a measurable intensity. If that condition is not

satisfied, then the scattering waves in sum will not add in phase and the intensity will

be much weaker.

In the FCC unit cell, there are atoms at 000, 01
2

1
2 ,

1
201

2 , and 1
2

1
20. From eq. 3.9 and

these atomic positions,

S = f(1 + e−iπ(k+l) + e−iπ(h+l) + e−iπ(h+k)). (3.19)

The associated intensity pattern is plotted in Fig. 3.3. In terms of Miller indices hkl,

an FCC lattice must satisfy the conditions that h, k, and l must all be odd or all be

even for any given plane (29).

These model functions and many others are available through SANS macros avail-

able on the NIST website for data analysis using the Igor Pro software package (27),(30).
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B.2 USANS Geometry

Figure B.1: Schematic of SAXS setup

The CBO unit creates a parallel beam and the slits select its size. The X-ray beam

scatters off the sample and are detected after the receiving slit box. Figure taken from

(53).

Figure B.2: Schematic of USANS scattering

A collimated neutron beam goes through a premonochromator and a monochromator

before scattering off the sample labeled s. The scattered neutrons go through an

analyzer before registering at the detector. Figure taken from (30).
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USANS data can be analyzed using freely available macros that run in Igor Pro,

a data analysis and graphics program (27). These macros assume a slit-smeared res-

olution and are able to model a variety of nanoparticle shapes and structures. The

parameters for slit smearing come from the resolution function that is imported with

the data. For USANS measurements at NIST, the function or parameters are collected

and automatically associated with the data files. The scattering length densities of the

scattering sources and the solvent must be specified as well.

B.3 Resolution Function

Because both SAXS and USANS data are slit-smeared, SAXS data can be analyzed

using USANS macros if the correct resolution function can be found. For the USANS

data, a resolution function is built into the data collected based on the geometries of

the neutron beam configuration. No such resolution function is built into the SAXS

data. Nanosolver generates such a function, but it is hidden within the black box of

its inner workings and thus unaccessible for users. However, the resolution function

used for USANS analysis is relatively straightforward. It relies solely on the vertical

resolution of the instrument, ∆qv, which is a constant value (27). In actual use, this

resolution function consists of the final three columns of the six column data set. All

the values in these three columns are set to −∆qv.

This resolution function allows for slit smearing through an adaptive trapezoidal

integration (55) by

Is(Q) =
1

∆qv

∫ ∆qv

0
I[(q2

v +Q2)1/2]dqv, (B.1)

where qv is the vertical range, Q is the magnitude of the scattering vector, and Is is

the smeared intensity.

To apply this slit smearing to the SAXS data, one needs to find the appropriate

∆qv. By investigating the geometry of the Rigaku Ultima IV X-ray diffractometer in

SAXS configuration, we determined a vertical resolution corresponding to a 2θ value

of 6.1◦, or a Q-value of 0.43 Å−1 for Kα = 1.54 Å. For a data set of 10 nm iron oxide

nanoparticles synthesized to have a small size distribution, we produced good fits that

replicate those found through Nanosolver. We confirmed the plausibility of this value of

the resolution function by comparing results using extreme resolution functions for this
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Figure B.3: Curve fits for various resolution functions

The proper resolution function (red line) matches the SAXS data (black dots). Note

the decrease in quality as the resolution function decreases.

same sample. If the resolution function is smaller than 0.43 Å−1, there is an obvious

decrease in the fit quality. This quality decrease is quite noticeable even at 0.2 Å−1

(see figure B.3). If ∆qv is much larger than 0.43 Å−1, the quality of fit remains the

same but the integration time increases to an unreasonable time. Therefore we know

the chosen resolution function is at least within a factor of 2 and replicates the features

of interest for this study.

B.4 Procedure

Data that are to be analyzed with the SANS macros need to be in a specific six-column

format consisting of Q-value in Å−1, intensity, standard deviation of intensity, and

the three column resolution function. The output for SAXS data is a two column file

consisting of 2θ values measured in degrees and intensity. The following procedure can

be used to properly format the SAXS data.
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B.5 Verification

First, the two column SAXS data are loaded into the SANS macro using the Plot

option in 1-D Ops of the SANS Reduction Controls. Loading the data this way asso-

ciates a standard deviation wave, labeled (file name) s, with the data. The columns of

2θ (which will be labeled with a q tag), intensity, and standard deviation now need

to be copied to a program in which they can be further modified. One way to do so

is to copy the values from a table of (file name) q, (file name) i, and (file name) s to a

program such as Microsoft Excel.

Now we can convert the 2θ values to Q values and add the resolution function. The

conversion of

Q =
4π

λ
sin

(
2θπ

360◦

)
(B.2)

should be used, where λ is the wavelength in angstroms. The resolution function is

appended to the next three columns after the standard deviation column. It is three

columns of the same length as the data with the value of -0.43 for each entry.

Once the data are in this proper six column format, they should be saved as a text

file and loaded into Igor Pro through the Plot option in 1-D Ops of the SANS Reduction

Controls. If the data are properly formatted, a pop-up window entitled USANS Slope

Extrapolation should appear. This window shows that the loaded data are recognized

as consistent with the USANS format. Click “Calculate” and “Accept Slope” to finish

loading the data.

Now that the SAXS data have been correctly loaded, they can be analyzed using

the same tools as SANS data, including curve fits smeared to the resolution of the

SAXS setup.

The outlined procedure is effective and proves the feasibility of using SANS macros

to analyze SAXS data. However, it is somewhat user-intensive. For a more streamlined

method, one could write a macro to automate more of the process.

B.5 Verification

SAXS data concerning other samples of iron oxide particles were analyzed using both

Nanosolver and the above method. These samples were commercially obtained iron

oxide particles with an oleic acid coating suspended in toluene. They were from Sigma-

Aldrich and had a greater spread in size distribution. The model for spheres with a

Log-Normal size distribution was used to fit the data. The scattering length densities
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B.5 Verification

Figure B.4: SANS macros and Nanosolver fit particle sizes

The SANS macros and Nanosolver particle sizes fit within error. The SANS macros

method agrees with the Nanosolver method for both a single particle size sample and

a mixture of two particle sizes.

for bulk iron oxide and toluene were specified as input parameters but the particle size

and size distribution were allowed to vary to obtain the best fit. Both methods gave

particle size distributions that agreed within error for multiple datasets (see Fig. B.4).

They both fit datasets of a single mean particle size and mixtures with particles of

multiple mean sizes. The fits between the two methods visually agree as well (see Fig.

B.5). If the SANS macros input particle size and size distribution are constrained to

match those obtained through Nanosolver fits, the resulting curves are very similar but

slightly less precise at the very low Q values. The Nanosolver program does not account

for deviations from ideal alignment in the diffractometer setup, which may cause the

differences between the two approaches.

As a result of the developed modification, we can now probe more complicated

particle systems such as the crystallites studied in this thesis and analyze the resulting

SAXS data using the same tools available for SANS data. This process does require the

use of Igor Pro, but the actual fitting process is easily customizable and can take ad-

vantage of the many developed modules for a range of particle shapes and distributions

beyond the single particle model.
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B.5 Verification

Figure B.5: SANS macros and Nanosolver fits

The SANS macros fit (red dotted line) agrees with the Nanosolver fit (yellow line).

Both match the SAXS data. Both methods allow for fitting of a single particle size

(left graph) and a mixture of particle sizes (right graph).
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